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ABSTRACT: 
An unmanned aerial vehicle was used as a mobile sensor 

platform to collect sea-ice features at Ny-Ålesund in early 

May 2011, and several image processing algorithms have 

been applied to samples of sea-ice images to extract useful 

information about sea ice. The sea-ice statistics given by the 

floe size distribution, being an important parameter for 

climate and wave- and structure-ice analysis, is challenging 

to calculate due to difficulties in ice floe identification; 

particularly snake algorithm is applied to solve this problem. 

To evolve the GVF snake algorithm automatically, an 

initialization based on the distance transform is proposed to 

detect individual ice floes, and the morphological cleaning is 

afterward applied to smoothen the shape of each identified 

ice floe. Based on the identification result, the image is 

separated into four different layers: ice floes, brash pieces, 

slush, and water.. The proposed algorithm implements Otsu 

Thresholding method, K-Means clustering algorithm, 

Distance transform, edge detection and morphology 

operation yields an acceptable identification result. A 

discussion on the methods and results concludes the paper. 

 

Index Terms: Floe size distribution, ice floe identification, 

image processing, marginal ice zone, remote sensing. 
 

1. INTRODUCTION: 

SEA ICE, which is defined as any form of ice that 

forms as a result of seawater freezing [2], covers 

approximately 7% of the total area of the world’s 

oceans [3]. It is turbulent because of wind, wave, 

and temperature fluctuations. Various types of sea 

ice can be found in ice-covered regions. Ice floe, 

which is the flat pieces of sea ice, can range from 

meters to kilometers in size. The floe size 

distribution is a basic parameter of sea ice that 

affects the behavior of sea-ice extent, both 

dynamically and thermodynamically. Particularly 

for relatively small ice floes, it is critical to the 

estimation of melting rate [4]. Hence, estimating 

floe size distributions contributes to the 

understanding of the behavior of the sea-ice extent 

on a global scale. In addition to this, the floe size 

distribution is also important in ice management 

for Arctic offshore operations [5], [6], for example: 

• Quantify the efficiency of ice management for 

Arctic offshore operations and automatically detect 

hazardous conditions, for example, by identifying 

large floes that escape the icebreakers operating 

upstream of a protected structure. The size and 

shape of managed floes can be identified by the 

image processing system, compared with limit 

values, and further processed by the risk 

management system. 

• Provide an early warning of an ice compaction 

event, which can be dangerous if the ice-structure 

interaction mode changes from a “slurry flow” type 

to a “pressured ice” type [8], [15]. 

Therefore, the development of temporally 

and spatially continuous field observations of sea-

ice conditions and determining corresponding ice 

floe size distributions are necessary. 

One of the best ways to observe ice 

conditions in the oceans is by using aerial imagery 

and applying digital image processing techniques 

to the observations. This method can reduce or 

suppress ambiguities, incompleteness, 

uncertainties, and errors regarding an object and its 

environment, yielding more accurate and reliable 

information [16]. Cameras are typically used as 

sensors on mobile sensor platforms in ice-covered 

regions to characterize ice conditions [17], [18]. 

Cameras can collect precise spatially continuous 

measurements, which are particularly suitable for 

providing detailed localized information of sea ice. 

However, an important prerequisite is a clear sky 

and sight during missions. 

A remote sensing mission to determine ice 

conditions was performed by the Northern 

Research Institute (NORUT) at 78◦55_ N 11◦56_ 

E, Hamnerabben, Ny-Ålesund, from May 6 to 8, 

2011. An unmanned aerial vehicle (UAV) was 

used as a mobile sensor platform because of its 

flexibility in coverage and in spatial and temporal 

resolution, which are three important sensor-
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platform attributes. The use of cameras as sensors 

on a UAV was explored to measure ice statistics 

and properties. 

 
 

Fig. 1.1. CryoWing UAV operation at Ny-Ålesund 

(photographer: Qin Zhang). 

 

Objective of the mission was to gather 

information about the ice conditions in the Arctic. 

The further goal was to develop tools based on the 

processed ice data that can be applied for decision 

support in Arctic offshore operations. A Cryo 

Wing [19] UAV, as shown in Fig. 1.1, was used for 

the mission. This UAV was designed for 

cryospheric measurements and environmental 

monitoring,. The basic instrumentation of the 

CryoWingis an onboard computer that controls the 

different payload instruments, stores data to a 

solid-state disk, and relays data to the ground. The 

onboard payload system has a GPS receiver and a 

three-axis orientation sensor that is independent of 

the avionics system. The sensor device used in this 

analysis is a digital visual camera. 

The UAV flew in the inner part of 

Kongsfjorden to collect high-resolution images of 

sea ice. Several image-processing algorithms have 

then been applied to these images to extract useful 

information of the sea ice, such as ice 

concentration, ice floe boundaries, and ice types 

[18].Automatic identification of individual floe 

edges is a key tool for extracting information of 

floe size distribution from aerial images. In an 

actual ice-covered environment, ice floes typically 

touch each other, and the junctions may be difficult 

to identify in digital images. This issue challenges 

the boundary detection of individual ice floes and 

significantly affects ice floe size analysis. Several 

researchers have tried to mitigate this issue. In [20] 

and [21], the authors separated closely distributed 

ice floes by setting a threshold higher than the ice-

water segmentation threshold and separated the 

connected ice floes manually when the threshold 

did not work well. In [18] and [22], the authors 

applied and compared derivative and morphology 

boundary detection algorithms in both model ice 

and sea-ice images. However, non closed 

boundaries are often produced by traditional 

derivative boundary detection, while some 

boundary information is often lost by morphology 

boundary detection. To separate connected sea-ice 

floes into individual floes, the watershed transform 

(widely used in connected object segmentation) 

was adopted in [23] and [24]. Due to an ineluctable 

over segmentation problem of the watershed-based 

method, the authors in [23] manually removed 

these over segmented lines, while those in [24] 

automatically removed the over segmented lines 

whose endpoints were both convex. However, 

over- and under segmentation still affected the ice 

floe detection results. In [25] and [26], the authors 

introduced a mathematical morphology together 

with principal curve clustering to identify ice floes 

and their boundaries in an almost fully automated 

manner. 

To separate seemingly connected floes into 

individual ones, a gradient vector flow (GVF) 

snake algorithm [27] is applied in this research. 

However, to start the algorithm, a proper initial 

contour is required for the GVF snake to evolve 

correctly. Therefore, a manual initialization is 

typically needed, particularly in crowded floe 

segmentation. To solve this problem, an automatic 

contour initialization is proposed to avoid manual 

interaction and reduce the time required to run the 

algorithm. Once individual ice floes have been 

identified, the floe boundaries are obtained, and the 

floe size distribution can be calculated from the 

resulting data. 

Image processing is a technique to enhance raw 

images received from cameras/sensors placed on 

satellite, space probes and aircraft or pictures taken 

in normal day-to-day life for various applications. 

Various techniques have been developed in 

image processing during the last four to five 

decades. Most of the techniques are developed for 

enhancing images obtained from unmanned 

spacecrafts, space probes and military 

reconnaissance flights. Image processing systems 

are becoming popular due to easy availability of 
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powerful personnel computers, large size memory 

devices, graphics software’s etc.., 

 

2. ICE IMAGE PROCESSING METHODS: 

2.1 IMAGE: 

An image is represented as a 2-d function f(x,y) 

where x and y are spatial co-ordinates and 

amplitude of ‘f’ at any pair of coordinates(x,y) is 

called the intensity of the image at that point. 

 

2.2 TYPES OF IMAGES: 

The toolbox supports four types of images: 

1. Intensity images 

2. Binary images  

3. Indexed images 

4. RGB images 

Most monochrome image processing operations 

are carried out using binary or intensity images, so 

our initial focus is on these two image types 

Indexed and RGB color  

 

2.3 ICE IMAGE PROCESSING METHODS: 

 Ice pixel extraction 

 Ice edge detection 

 Ice shape enhancement 

 Ice type classification and Floe size 

distribution 

 

2.3.1 ICE PIXEL EXTRACTION: 
Ice pixels have higher intensity values than those 

belonging to water in a uniform illumination ice 

image. Ice pixels can be extracted by using two 

methods they are Thresholding method and k-

means algorithm. 

2.3.1.1 THRESHOLDING METHOD: The 

pixels in the same region have similar intensity, 

and thresholding is a natural way to segment such 

regions. It is based on the pixel’s gray-level to 

turn a grayscale image into a binary image. The 

threshold value is chosen to separate an image 

into an “object region” and a “background 

region”. For a grayscale image, assuming that an 

object is brighter than the background, the object 

and background pixels have intensity levels 

grouped into two dominant modes. The threshold 

T is selected to extract the objects from the 

background. Individual pixels are marked as 

“object” pixels if their value is greater than the 

threshold value and as “background” pixels 

otherwise, that is, 

 

 Where T is the threshold value, and g(x , y) and 

f(x , y) are the pixel values located in the thx 

column, thy row of the binary and grayscale image, 

respectively. 

 The key of this method is how to select the 

threshold value, for which there are several 

different methods. When a constant threshold value 

is used over the image, it is called global 

thresholding. Otherwise, it is called local 

thresholding, which allows the threshold value to 

vary over the image. 

2.3.1.1.1 OTSU THRESHOLDING: 

The Otsu thresholding method is one of the most 

common global threshold segmentation algorithms. 

It is used to perform histogram shape-based image 

thresholding automatically. The assumptions of the 

Otsu thresholding method are: 

• The illumination is uniform. 

The histogram is divided into two classes 

(i.e., the pixels are identified as either foreground 

or background), and the goal is to find the 

threshold value that minimizes the within-class 

variance, given by: 

 
where 1ω, 2ω are the probabilities of the 

two classes separated by a threshold T and, σ1
2
, σ2

2
 

are the variances of these two classes. The 

threshold with the maximum between-class 

variance also has the minimum within-class 

variance. According to, the between-class variance 

is given by: 

 
Where μ1, μ2 are the means of these two classes, 

and      

2.3.2 ICE EDGE DETECTION : 

The floe size distribution is a basic parameter of 

sea-ice that affects the behavior of sea-ice extent 

both dynamically and thermodynamically. It is also 

important in ice management for Arctic offshore 
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operations. Automatic identification of individual 

floe boundaries is a key tool for extracting 

information of floe size distribution from sea-ice 

images. In an actual ice-covered environment, ice 

floes typically touch each other, and the junctions 

may be difficult to identify in digital images. This 

issue challenges the boundary detection of 

individual ice floes, and it significantly affects ice 

floe size analysis.  

Several methods, such as derivative 

boundary detection, morphology-based method, 

watershed based Algorithms, have been applied to 

identify the floe boundaries. However, those 

methods are limited when trying to identify a 

boundary that is hidden. Zhang and Skjetne 

introduce the Gradient Vector Flow (GVF) Snake 

algorithm, which has a good detection capability of 

weak boundaries. Together with the distance 

transform, this is used to identify ice floes and their 

boundaries automatically. 

2.3.3 ICE SHAPE ENHANCEMENT: 

Because of the noise, some floes may contain holes 

or smaller ice pieces inside shows an ice floe with 

speckle. Because of the uneven gray scale of the 

ice floe, the lighter part .of the floe is considered as 

“light ice” [the white pixels in segmentation result 

and shape enhancement result], whereas the darker 

part is considered as “dark ice” [the gray pixels]by 

the k-means and threshold method. This means that 

the ice floe cannot be completely identified, and 

the shape of the detected ice floe is rough. 

 To smoothen the shape of the ice 

floe, morphological cleaning is used after ice floe 

identification. Morphological cleaning is a 

combination of first morphological closing and 

then morphological opening on an image. 

Morphological closing tends to smooth the 

contours of objects, generally joins narrow breaks, 

fills long thin gulfs, and fills holes smaller than the 

structuring element, while morphological opening 

removes complete regions of an object that cannot 

contain the structuring element, smooth’s object 

contours, breaks thin connections, and removes 

thin protrusions. Using this method, all the “light 

ice” and “dark ice” pieces in the sea-ice 

segmentation image are first arranged from small 

to large. Then, morphological cleaning with disk-

shaped structuring element is performed to the 

arranged ice pieces in sequence, and the radius of 

disk-shaped structuring element is adapted to the 

size of each ice piece automatically. This process 

will ensure the completeness of the ice floe, and 

smaller ice floes or brash pieces contained in a 

lager ice floe are removed. The shape enhancement 

result. After shape enhancement, collecting and 

labeling all the cleaned ice pieces. To present a 

better visualization of the sizes (defined as the 

pixel number of each ice piece), the ice pieces are 

labeled in different colors based on the formula. 

  

where p is the pixel, ICE = {ice(1), ice(2), ice(3), . 

. .} is a set of identified ice pieces, ice(i) ∈ ICE, 

and size(i) is the pixel number of ice(i). Smaller ice 

pieces are blue, and larger ice pieces are red. Ice 

positions, found by averaging the positions of the 

pixels of each ice piece, are denoted using black 

dots. 

 

2.3.4 ICE TYPE CLASSIFICATION AND 

FLOE SIZE DISTRIBUTION: 

Brash ice is considered as floating ice fragments no 

more than 2 m across. To distinguish brash ice 

from ice floes in our algorithm, we define a brash-

ice threshold parameter (pixel number or area) that 

can be tuned for each application. The ice pieces 

with size larger than the threshold are considered to 

be ice floes, while smaller pieces are considered to 

be brash ice. The remaining ice pixels were is 

labeled as slush. The result is four layers of a sea-

ice image: ice floe brash ice, slush, and water. 

Based on the four layers, a total of 154 ice floes 

and 189 brash ice pieces are identified. 

The coverage percentage is 60.52% ice 

floe, 3.34% brash ice, 16.03% slush, and 20.11% 

water. The ice floe (brash) size can be determined 

by the number of pixels in the identified floe 

(brash). If the focal length f and camera height are 

available, the actual size in SI unit of the ice floes 

and floe size distribution can be also calculated by 

converting the image pixel size to its SI unit size. 

The ice floe size (calculated by counting the pixel 

number of the floe) distribution histogram. The 

residue ice, which is the detected boundary pixels 

between the connected floes, was previously 

considered as slush(since there often is a boundary 

layer of slush ice between two ice floes) and 
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included. However, the residue ice can be also 

handled specifically according to the applied 

subsequent processing by the user. 

 

3. IMPLEMENTATION: 

 

3.1 GVF Snake Algorithm: 

 

To evolve the GVF Snake correctly for ice floe 

boundary detection, a proper initial contour is 

required. Hang and Skjetne showed that the initial 

contour close to the actual floe boundary, located 

inside the floe and centered as close to the ice floe 

center is most effective. To accomplish the 

requirements of the initial contour without manual 

interaction, an automatic contour initialization 

algorithm based on the distance transform and its 

local maxima is proposed. This is concluded as: 

 

 Step 1: Convert the ice image into binary image 

after separating the ice from the water, in which 

case the pixels with value `1' indicate ice and 

pixels with value`0’indicates water. 

 Step 2: Perform the distance transform to the 

binary image. Find the local maxima shown as the 

green numerals. 

 Step 3: Merge those local maxima within a short 

distance by using a dilation operator (Gonzalez et 

al., 2003). Find the `seeds' that are centers of the 

dilated regions, shown as red `+' in Figure 4(b) 

and Figure. 

 Step 4: Initialize the contours to be located at the 

seeds with the circular shape. The radius of the 

circle is then chosen according to the pixel value 

at the seed in the distance map; see the blue 

circles. 

 

The circular shape is chosen as the shape of the 

initial contour, since this shape deforms to the 

floe boundary more uniformly than other shapes, 

being unaware of the floes irregular shape and 

orientation. These methods ensure that the initial 

contours are located inside the floe and adapted 

to the floe size. After initializing the contours, 

the GVF Snake algorithm is run on each contour 

to identify the floe boundary. Super imposing all 

the boundaries over the binarized ice image 

results in separation of the connected ice floes. 

 

 

 

 

3.1.1 INITIAL COUNTER AT DIFFERENT 

POSITIONS 

 

(a)Initial contour 1 located at the water, and the 

water region boundary is found.  

 (b) Initial contour 2 located at the center of an 

ice floe, and the whole floe boundary   is found. 

 (c) Initial contour 3 located at a weak 

connection, and the weak connection is found 

 (d) Initial contour 4 located near the floe 

boundary inside the floe, and only a part of floe 

boundary is found. 

     Initial contours located at different positions 

and their corresponding curve evolutions. The red 

curves are the initial contours, the yellow curves 

are iterative runs of the GVF snake algorithm, and 

the green curves are the final detected boundaries 

as shown in above figure. 

 

3.2 MORPHOLOGY OPERATION 

3.2.1 Mathematical Morphology 

The field of mathematical morphology contributes 

a wide range of operators to image processing, all 

based around a few simple mathematical concepts 

from set theory. The operators are particularly 

useful for the analysis of binary images and 

common usages include edge detection, noise 

removal, image enhancement and image 

segmentation. 

 The two most basic operations in 

mathematical morphology are erosion and dilation. 

Both of these operators take two pieces of data as 

input: an image to be eroded or dilated, and a 

structuring element (also known as a kernel). The 



    AIJREAS                   VOLUME 1, ISSUE 7 (2016, JULY)                   (ISSN-2455-6300) ONLINE 

ANVESHANA’S INTERNATIONAL JOURNAL OF RESEARCH IN ENGINEERING AND APPLIED SCIENCES 

ANVESHANA’S INTERNATIONAL JOURNAL OF RESEARCH IN ENGINEERING AND APPLIED SCIENCES                                     
EMAIL ID: anveshanaindia@gmail.com , WEBSITE: www.anveshanaindia.com 

74 
 

two pieces of input data are each treated as 

representing sets of coordinates in a way that is 

slightly different for binary and grayscale images. 

For a binary image, white pixels are 

normally taken to represent foreground regions, 

while black pixels denote background. (Note that 

in some implementations this convention is 

reversed, and so it is very important to set up input 

images with the correct polarity for the 

implementation being used). 

For a grayscale image, the intensity value is 

taken to represent height above a base plane, so 

that the grayscale image represents a surface in 

three-dimensional Euclidean space. Then the set of 

coordinates associated with this image surface is 

simply the set of three-dimensional Euclidean 

coordinates of all the points within this surface and 

also all points below the surface, down to the base 

plane. Note that even when we are only 

considering points with integer coordinates, this is 

a lot of points, so usually algorithms are employed 

that do not need to consider all the points. 

The structuring element is already just a set 

of point coordinates (although it is often 

represented as a binary image). It differs from the 

input image coordinate set in that it is normally 

much smaller, and its coordinate origin is often not 

in a corner, so that some coordinate elements will 

have negative values. Note that in many 

implementations of morphological operators, the 

structuring element is assumed to be a particular 

shape (e.g. a 3×3 square) and so is hardwired into 

the algorithm. 

Erosion and dilation work (at least 

conceptually) by translating the structuring element 

to various points in the input image, and examining 

the intersection between the translated kernel 

coordinates and the input image coordinates.   To 

smoothen the rough edges using morphology 

operation by using MATLAB. 

4. RESULTS: 

4.1 THRESHOLD METHOD: To extract a light 

ice from a given sample image by thresholding 

method is shown below 

 

 

4.2 K-MEANS CLUSTERING: 

To extract the dark ice by dividing the image into 

clusters as shown below 

 

 
 



    AIJREAS                   VOLUME 1, ISSUE 7 (2016, JULY)                   (ISSN-2455-6300) ONLINE 

ANVESHANA’S INTERNATIONAL JOURNAL OF RESEARCH IN ENGINEERING AND APPLIED SCIENCES 

ANVESHANA’S INTERNATIONAL JOURNAL OF RESEARCH IN ENGINEERING AND APPLIED SCIENCES                                     
EMAIL ID: anveshanaindia@gmail.com , WEBSITE: www.anveshanaindia.com 

75 
 

 

 

 
 

4.3. DISTANCE TRANSFORM 

     To obtain the distance between the two ice 

pieces using distance transform is shown below 

 
 

 
 

4.4.The identified image is divided into 4 layers 

of sea ice 

1. Ice floe 

2. Brash pieces 

3. Slush 

4 .Water 
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5. CONCLUSION 

A remote sensing mission yielded experience in 

data acqui-sition using a UAV. Various image 

processing methods were applied to a few samples 

of the collected sea-ice image data for analysis to 

retrieve important sea-ice information. 

Focusing on identifying the non ridged ice 

floe in the marginal ice zone, and the managed ice 

resulting from offshore operations in sea ice, we 

proposed an algorithm to identify the individual ice 

floes in a sea-ice image using the GVF snake 

algorithm. To evolve the GVF snake automatically, 

“light ice” and “dark ice” were first obtained using 

the thresholding and k-means algorithms. The 

initial contours of both “light ice” and “dark ice” 

with proper locations and radii were then derived 

based on the local maxima from the distance 

transform. After ice edge detection, morphological 

cleaning was used to enhance floe shapes. The 

implementation on the sea-ice images, 

whichcontained multiple ice floes crowded 

together, is shown to give acceptable segmentation 

results. 
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