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ABSTRACT: 

Social networking is a web‐based technology to facilitate social interaction between a large group of individuals via 

some kind of network. Social networking is growing rapidly and becoming an inevitable part of daily life, due to the 

most recent technological revolution. This stunning growth is because of the increasing usage of smartphones like 

BlackBerrys, Q-Mobile, Androids, and iPhones. These wise phones make it easy to get any social networking 

platform from anywhere virtually. The cellular versions of those social media websites are very easy to get made it 

user friendly. In addition to the Map, services created a remarkable use through mobile to find places and direction 

easily. Now days social media news is well liked and creates new era for communication in the world but many 

social media platforms are generating different news so focusing this news or classifying these news are difficult 

because all these are unstructured format, in this paper focusing on different researchers’ intension towards 

analyzing social media news as well as discovering efficient trending news from this news is studied.  

KEYWORDS: Social Networking, Face Book and Big data 

I. INTRODUCTION 

Now, billions of people across the world actively utilize social networking, which has influenced 

many facets of human life: psychological wellness, relationships, business, criminal 

investigations, news, employment, as well as revolutions. Everybody employs social websites for 

a variety of functions. Many folks try to find advice, some users attempt to discover new friends, 

a few people learn the information, and others attempt to come up with their company on social 

networking platforms. Social networking can play a significant part in our productivity. I spend 

some time looking in my own social networks, which means 1 way to sense that I'm wasting my 

time with them would be to always attempt to start them with the mindset that I'll discover 

something new to write about. For this I use various techniques based on the social media, and 

that's precisely what I'm detailing in this report. 

A number of these news media resources have both abandoned their hardcopy books and moved 

into the World Wide Web, or currently create both hardcopy and Internet versions concurrently. 

These news media sources are considered reliable since they're published by professional 

journalists, that are held accountable for their content. On the other hand, the world wide web, 

being a free and open forum for information exchange, has lately seen a fascinating phenomenon 

called social media. Microblogs have become among the most popular social media outlets, 

microblogging service particularly, Twitter, is used by countless people around the world, 
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providing enormous amounts of user-generated data. An individual may assume that this origin 

potentially contains information with equivalent or higher value than the news media, but you 

must also assume that due to the unverified nature of the origin, much of the content is useless. 

For social networking information to be of any use for subject identification, we have to find a 

way to filter uninformative data and catch only information that, based on its content similarity 

to the news media, might be considered valuable or useful. The news media presents 

professionally confirmed occurrences or events, while social media presents the interests of the 

audience in these regions, and might thus provide insight into their popularity. Social networking 

services like Twitter may also offer supporting or additional information on a certain news media 

topic. To sum up, truly valuable information could be thought of as the region where these two 

media sources intersect. Unfortunately, even after the elimination of unimportant content, there's 

still information overload at the residual news-related data, which has to be prioritized for 

ingestion. To aid in prioritization of news information, information has to be rated in order of 

estimated significance. The temporal prevalence of a specific topic from the news media 

suggests that it's widely covered by news media resources, which makes it an important element 

when estimating external relevance. This factor may be known as the MF of this subject. The 

temporal prevalence of the subject in social networking, especially on Twitter, suggests that 

consumers are interested in the subject and can offer a foundation for estimation of its popularity. 

This variable is regarded as the UA of this topic. Likewise, the number of consumers discussing 

a subject and the interaction between them also gives insight into topical significance, called the 

UI. By combining these three variables, we get insight into topical significance and are then able 

to rank information topics accordingly. Consolidated, filtered, and rated news issues from both 

professional information providers and people have a lot of benefits. The most obvious use is the 

capacity to enhance the quality and coverage of information recommender systems or Internet 

feeds, including user popularity feedback. Furthermore, news topics that maybe weren't 

perceived as popular from the mass media could be discovered from social networking and 

contributed more coverage and priority. As an example, a specific story that's been discontinued 

by information providers could be given resurgence and lasted if it's still a favorite subject 

among social networks. This information, then, can be filtered to discover how specific topics 

are discussed in various geographical locations, which serve as feedback for companies and 

governments. 

Among the various types of Web 2.0 services, the Online video service is now the dominating 

one on the net. As a white paper of Cisco System notes [1], in terms of bytes, the movie traffic 

accounted for 70 percent of all of the online traffic in 2015 and will be around 82 percent by 

2020. Every second, almost a million minutes of movie content spans the network, and it'll take a 

person more than 5 million years to watch all the movies throughout the Internet monthly. A tiny 

fraction of the videos brings the majority of the user attention, whereas the huge majority are 
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hardly noticed by consumers [2] Of great importance for a range of contexts. For the Online 

advertisers, by identifying another rising star of online videos, they Can better put their 

advertisements and estimate the earnings in Progress [4]. 

II. REVIEW OF LITERATURE 

[1] Current systems often assume "worst case" resource utilization for the design and 

implementation of compression techniques and standards, thereby neglecting the fact that 

multimedia coding algorithms require time-varying resources, which differ significantly from the 

"worst case" requirements. To enable adaptive resource management for multimedia systems, 

resource-estimation mechanisms are needed. Previous research demonstrated that online adaptive 

linear prediction techniques typically exhibit superior efficiency to other alternatives for resource 

prediction of multimedia systems.   

[2] With the fast development of Internet technology, human society is moving into an 

information age. Digital city, as well as digital earth, has become a new symbol of the progress 

of society, and at the meanwhile, in order to represent the real world, as we know, GIS has been 

proved to be the most effective technical platform. Traditional GIS map service generally 

provides some simple spatial data analysis, such as the enquiry of the location, the shortest path 

analysis, analysis of the buffer zone, and so on. People online ask for more services with a 

growing demand nowadays, so these services can no longer meet the people's needs, not only the 

shortest path between the two places what the computer is giving, they would also like to know 

more detail about information of this strange street, such as the special features along the street, 

so that they can have a direct sense of the street.  

 [3] Video decoding complexity modeling and prediction is an increasingly important issue for 

efficient resource utilization in a variety of applications, including task scheduling, receiver-

driven complexity shaping, and adaptive dynamic voltage scaling. In this paper we present a 

novel view of this problem based on a statistical framework perspective. We explore the 

statistical structure (clustering) of the execution time required by each video decoder module 

(entropy decoding, motion compensation, etc.) in conjunction with complexity features that are 

easily extractable at encoding time (representing the properties of each module's input source 

data).   

[4] In this paper, we propose a new dynamic resource allocation (DRA) scheme to support the 

constantly increasing online video stream traffic, especially high definition (HD) video streams. 

Our DRA scheme is based on online traffic prediction using seasonal time analysis. Our scheme 

seeks to provide accurate traffic prediction, to minimize the resource negotiation frequency, and 

to increase the utilization of the network resources while meeting maximum delay requirements.   
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[5] Intra-frame distortion drift is a big problem of data hiding in H.264/AVC video streams. 

Based on a thorough investigation of this problem, a novel readable data-hiding algorithm, which 

can embed data into the quantized discrete cosine transform (DCT) coefficients of I frames 

without bringing any intra-frame distortion drift into the H.264/advanced video coding (AVC) 

video host, is presented in this paper. We exploit several paired-coefficients of a 4 × 4 DCT 

block to accumulate the embedding induced distortion. The directions of intra-frame prediction 

are utilized to avert the distortion drift.   

[6] Content-based video copy detection is undoubtedly one of the most effective solutions to 

video content tracing and copyright protection. It extracts features from videos and determines 

whether a copy occurs by comparing the extracted features. While a lot of work has been 

reported to address this problem with good performance, very few considered it from the 

perspective of a dynamic searching process. In this paper, we treat the copy detection in video 

streams as a sequential matching problem and take into consideration the connections between 

temporary results and forthcoming input. Specifically, we propose a video copy detection system 

that involves a novel frame fusion scheme and an adaptive search strategy.   

[7] SHVC, the scalable extension of High Efficiency Video Coding (HEVC), uses advanced 

inter-layer prediction features in addition to the advanced compression tools of HEVC to 

improve the compression performance. Using combined features has brought us improved 

compression performance at the cost of huge computational complexity for the SHVC encoder. 

This complexity is mainly because of the the inter/intra-prediction mode search of the coding 

units. The focus of this study is on developing an efficient complexity reduction for quality 

scalability of SHVC encoder, with the intention to facilitate the adoption of SHVC for real-time 

applications.   

 [8] Recent years have witnessed an increasing interest in online video affective content analysis, 

since having a better understanding of the emotions of videos can facilitate many applications 

including video retrieval and classification. Research in video affective computing requires 

ground truth data for training and evaluation. The live commentary (also known as 'danmaku', 

'barrage', or 'bullet comment') is quite popular in recent years, but few researchers have paid 

attention to the commentary information in the affective analysis of online videos. In this paper, 

we build a dataset of online video clips, namely DaLC (Dataset with Live Comments), for 

affective content analysis and related applications. In contrast to existing datasets with only 

video clips, DaLC consists of not only 204 good quality online video excerpts but also their live 

comments with a large content diversity.   

[9] This paper aims at predicting the volume of online movie play on an Video On 

Demand(VOD) platform using movie characteristics together with related social media data 
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collected from the Internet. An ordinal support vector machine classification approach is 

employed to distinguish movies playback volume levels. This study collected 1,266 online movie 

data from year 2013 to 2015, and divided it into three types: high, medium, and low, according 

to view counts. For each movie, the first two months of video broadcasts are collected from the 

VOD website. Country, movie type, director, actor, box office is collected from professional 

movie database.   

III. PROBLEM IN HAND 

In present days the significance of Twitter as a news website, nearly 9 in 10 Twitter consumers 

in the study say they use Twitter for information, and they revealed that 85% of themes 

discussed on Twitter are related to the news. Social networking and news media aren't currently 

interchangeable terms. An individual can create new media without being sociable, but one can't 

create social media without being fresh media by definition. This is starting to change as 

networks such as LinkedIn and Facebook try to boost earnings via publishing; when a network 

enables our content to be observable, accessible, and valuable without requiring links or 

interactivity, then it has become new media instead of merely social media. Historically, the 

understanding which apprises the general public of daily events has been provided by mass 

media resources, especially the news media. The news media presents professionally confirmed 

occurrences or events, while social media presents the interests of the audience in these regions, 

and might thus provide insight into their popularity. Unfortunately, filter noise and just capture 

the content which, based on its news websites, and social media is extremely tough. However, 

even after the sound is eliminated, data overload may still exist in the rest of the data 

consequently, it's difficult to prioritize. Much research has been carried out in the area of subject 

identification referred to more formally as subject modeling. LDA is a generative probabilistic 

model that can be applied to various tasks, including subject identification. In such approaches, 

however, temporal information is missing, which is paramount in identifying widespread issues 

and is an important feature of social networking data. Moreover, LDA and PLSA only find 

topics from text corpora; they don't rank based on prevalence or popularity. Wartena and Brussee 

[4] implemented a technique to detect issues by clustering keywords. Their method entails the 

clustering of keywords based on various similarity measures using the triggered k-bisecting 

clustering algorithm [5]. Although they don't employ the use of charts, they do observe a 

distance measure based on the Jensen--Shannon divergence (or data radius [6]) of probability 

distributions that performs nicely. Lin et al. [17] designed a model that combines document flow 

and community flow into popular event monitoring in social networking. This version also 

employs a Markov chain to model subject evolution over time. Hong et al. [13] proposed to unite 

volume, as key words' look in periods, into Dynamic Topic Model. We point out that these 

suggestions take temporal features under account by concerning the growth of topics as opposed 
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to catching burst spikes. More recently, research was conducted in identifying events and topics 

from social networking data, taking into consideration temporal information. [7] suggested a 

subject detection technique that retrieves real-time appearing topics from Twitter. Furthermore, 

they take into consideration social relationships more especially, the authority of the users in the 

community --to ascertain the significance of the topics. [8] completed similar work by creating a 

Twitter-LDA model designed to identify topics in tweets. Their work, but only considers the 

private interests of users, rather than prevalent topics at a worldwide scale. 

IV. PREREQUISITE TO EXAMINE  

1. Hard to find a way to filter news from noisy.  

2. High computational demand to prioritize.  

3. There is no straightforward approach for identifying topics from different social and news 

media sources is the application of topic modeling. 

4. However, misses out in the temporal component of prevalent topic detection, that is, it does 

not take into account how topics change with time. Furthermore, topic modeling and other topic 

detection techniques do not rank topics according to their popularity by taking into account their 

prevalence in both news media and social media. 

V. CONCLUSION 

In this paper analyzed different authors intension towards social media news and identified 

different research gap. While large information is concerned with all sorts of sources, it's 

estimated that the vast majority of it comes from unstructured sources. As you may imagine, 

social media represents perhaps the biggest source of unstructured sources for large data. In the 

electronic era, social media is essential for any organization. Maintaining a presence on 

platforms such as Facebook and Twitter are essential as it enables people to interact with the 

business on a seemingly private level which aids companies across multiple fronts. Additionally, 

it is important for the ordinary consumer. Facebook alone boasts two billion monthly customers, 

about 26 percent of the world's whole population. It's vital then to think about that huge 

information from social media can arrive at an unbelievable number of forms. 
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