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Abstract 

In this work, we propose a modular combination of 

two popular applications of neural networks to 

large-vocabulary continuous speech recognition. 

First, a deep neural network is trained to extract 

bottleneck features from frames of mel scale 

filterbank coefficients. In a similar way as is 

usually done for GMM/HMM systems, this network 

is then applied as a nonlinear discriminative 

feature-space transformation for a hybrid setup 

where acoustic modeling is performed by a deep 

belief network Most current speech recognition 

systems use hidden Markov models (HMMs) to deal 

with the temporal variability of speech and 

Gaussian mixture models to determine how well 

each state of each HMM fits a frame or a short 

window of frames of coefficients that represents the 

acoustic input. An alternative way to evaluate the 

fit is to use a feedforward neural network that takes 

several frames of coefficients as input and produces 

posterior probabilities over HMM states as output.  

Keywords: Acoustic Modeling, Deep Belief 

Networks. 

Introduction 

Recently, multiple works have 

demonstrated that the performance of 

automatic speech recognition systems can 

be heavily improved by using deep neural 

networks (DNNs) for acoustic modeling. 

The key advantages over much earlier 

approaches to this hybrid setup combining 

neural networks and hidden Markov 

models are improved learning algorithms 

that can leverage the high modeling 

capacity of deep networks and the usage of 

a large number of context-dependent 

phonetic target states during network 

training Work is still done in determining 

which speech features are most useful 

when training neural network acoustic 

models. For generative models like 

restricted Boltzmann machines, it has been 

argued that raw mel scale spectral 

coefficients are more suitable than further 

preprocessed features with reduced 

covariances like MFCCs. In practice, 

though, it appears that deep networks can 

been trained with similar performance on a 

variety of acoustic data, including 

windows of features reduced with linear 

discriminant analysis or speaker-adapted 

features. 

The Neural Network 

The enrollment/training phase and the 

recognition phase are the two main 

components of any given speaker 

recognition system. In all stages, the input 

for modelling comes from the feature 

extraction component. The enrollment step 

involves training and storing a speaker 
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model in a database; the recognition phase 

involves comparing an input sample with 

the trained and stored speaker models. The 

match score is compared to a cutoff score 

to get a verdict. The identification result is 

often chosen as the speaker model with the 

highest score. In this chapter, we explore 

two distinct modelling strategies neural 

network (NN) and support vector machine 

(SVM). 

The concept of a "neural network" was 

first developed in the field of biology. 

Because the human brain is capable of 

such remarkable recognition tasks, 

scientists have sought to create a 

mathematical model that mimics its 

architecture. It is believed that there are 10 

billion neurons (nerve cells) in the human 

brain, with these interconnected by 60 

trillion synapses. Our whole body's worth 

of data is processed and judgments are 

made by this network. 

Deep Belief Network Acoustic Modeling 

In this work, we use deep belief networks 

(DBNs), a particular type of deep neural 

networks, for acoustic modeling. A DBN 

consists of multiple stacked restricted 

Boltzmann machines (RBMs), each being 

pre-trained in an unsupervised manner on 

the actual input features or the hidden 

representation of the previous one. RBMs 

are bipartite graphical models in which 

hidden units learn a representation of 

visible units. In the standard configuration, 

both visible and hidden units are binary 

units that are sampled from a Bernoulli 

distribution. The probability of being 

active is computed using weighted 

connections to the hidden and visible units, 

respectively.  

RBMs are energy-based models, and each 

configuration of visible units υ and h is 

assigned an energy term E: 

 
where wij is the weight assigned to the 

connection between a visible unit vi and hj, 

and ci and bj are their bias terms. For 

modeling real-valued data, which is the 

usual case for acoustic features, the binary 

visible units can be replaced with Gaussian 

units The energy of a configuration 

becomes: 

 
with σ representing the variance of the 

normal distribution from which the visible 

units are sampled. Unsupervised learning 

of a model is done by maximizing the log-

likelihood for known configurations (i.e., 

the training data) as determined by the 

energy term. The contrastive divergence 

algorithm provides a fast approximation of 

this objective by computing the difference 

of correlations between two configurations 

obtained by alternating Gibbs sampling. 

After pre-training a stack of RBMs, the 

weights and biases of the hidden units can 

be used to initialize the hidden layers of a 

deep belief neural network. When used for 

discriminative training, an additional 

classification layer is connected to the last 

hidden layer, and the resulting network is 

fine-tuned with standard backpropagation. 

Acoustic Modeling 

When employing neural networks as 

acoustic models in combination with 

hidden Markov models, they are used to 

compute a posteriori emission probabilities 

of phone states. If the network is trained to 

estimate probabilities p(qt|xt) of states qt 

given observations as input feature vectors 

xt using a cross-entropy criterion, the 

emission probabilities can be obtained 

with Bayes’ rule: 
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where p(qt) denotes the prior probability of 

a phone state, which is estimated using the 

available training data. During decoding, 

the most likely sequence of states is 

computed by the HMM. Since the 

observation x is independent of the state 

sequence, its probability p(xt) can be 

ignored. 

METHODOLOGY 

Various methodologies and stages of 

speaker recognition systems are discussed 

in this chapter. The main objective of a 

noise cancellation system is to enhance the 

speech signal to obtain a clean signal with 

higher quality. Such system has been 

widely used in long distance telephony 

applications. However, the presence of 

noise in speech signals will contribute to a 

high degree of inaccuracy in systems that 

require speech processing such as speech 

recognition, synthesis and speaker 

identification systems. If filter of noise has 

not been carried out appropriately, feature 

of the noise signal will be extracted 

together with the feature of the actual 

speech signal during the feature extraction 

process. Thus, the desired parametric 

representation will carry a high amount of 

inaccuracy. In this work a novel filter is 

proposed by applying Conventional Neural 

Network (CNN) ensemble where the noisy 

signal and the reference one are the same 

in a learning process. This Neural Network 

(NN) ensemble filter not only well reduces 

additive and multiplicative white noise 

inside signals, but also preserves signals‟ 

characteristics. It is proved that the 

reduction of noise using NN ensemble 

filter is better than the Conventional ε 

nonlinear filter and single NN filter while 

signal to noise ratio is low. The 

performance of the NN ensemble filter is 

demonstrated in the audio signals 

processing. 

Deep Bottleneck Features Training  

The neural network for extracting deep 

bottleneck features (DBNFs) was trained 

as described. 30 filterbank coefficients 

were obtained as described above, 

normalized on a per-speaker level and 

concatenated with past and future samples 

to feature frames consisting of 330 

elements. Five auto-encoder layers 

containing 1000 units each were stacked 

and pre-trained individually, and a 

bottleneck layer with 42 units as well as 

one additional hidden layer and a 

classification layer were added. The 

network was then trained to predict 

context-independent monophone states. A 

random subset containing 5% of the 

available training examples was used as a 

held-out validation set to perform early 

stopping. The GMM/HMM systems 

trained on bottleneck features used the 

phonetic decision tree from the MFCC 

baseline and therefore ended up with the 

same number of tied states. As for the 

baseline, features extracted from 11 

adjacent positions were reduced to 42 

dimensions with LDA. Speaker-adaptive 

training was performed using fMLLR. The 

DBNF system was used to generate new 

alignments for training the deep belief 

network acoustic models. 

RESULTS AND DISCUSSION 

Table 4.1: Statistical Data for Back 

Propagation Neural model 

Neurons in input 

layer 

4 

Number of hidden 

layer and number 

of neurons 

In hidden layer 

1,4 

Neurons in output 1 
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layer 

Transfer function 

(input, hidden and 

output) 

Tran sigmoid, 

Transigmoid, linear 

Epochs 1400 

 

Graph of mean square error (MSE) with 

epochs is shown in Figure 2. It can be 

concluded from the graph that error 

reduces with epochs. 

 
Figure 1: Graph of mean square error 

(MSE) with epochs 

Table: Speaker Identification Rate using 

NN 

NOISE

TYPE/

SNR 

30dB 20dB 10dB 

Babble 

Noise 

92.6 60.5 24.5 

Car 

Noise 

90.4 58.6 19.8 

Exhibit

ion 

Hall 

Noise 

92.0 59.4 20.6 

Train 

Noise 

89.6 57.8 19.0 

Airport 

Noise 

89.4 58.2 19.4 

 

Screenshot of MATLAB Comm and 

window which show results of Speaker 

Recognition system is shown in Figure 2. 

It shows the identity of the speaker with 

which the unknown speaker’s voice 

matches. 

 
Figure 2: Screenshot of MATLAB 

Command window 

CONCLUSION 

These days, mood detection, tension 

detection, attention detection, and speaker 

involvement detection are just some of the 

many uses for speech recognition systems 

outside of biometric verification. For 

character, word, and phrase data sets, the 

speaker recognition systems may be 

defined in a number of ways. These voice 

samples were recorded in various settings 

and hence include environmental, 

technological, and interference artefacts. 

Both the accuracy and speed of 

speech/speaker recognition systems suffer 

when they are subjected to this sort of 

distorted capture. For this reason, the 

suggested speaker identification system is 

built to efficiently manage a wide range of 

such interference and speech noise. With 

the results obtained above, we have 
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demonstrated that bottleneck features are 

useful input features for DBN/HMM 

speech recognition setups. It could be 

shown that the modular combination 

proposed enables the acoustic model to use 

an increased temporal context of acoustic 

features more efficiently than an identical 

network trained directly on the input 

features. The performance improvements 

achieved by using deep bottleneck features 

for the hybrid DBN/HMM systems are 

significant, though not as large as for the 

GMM/HMM baseline system. However, 

deep neural networks have a much higher 

modeling capacity then GMMs, and it is to 

be expected that a good part of the 

modeling performed in the bottleneck 

network can be learned in a standalone 

DBN as well. Nevertheless, we regard our 

approach to combining neural networks for 

acoustic modeling as promising and the 

general principles of modularity as an 

important paradigm that is applicable to 

deep neural networks as it is to shallow 

ones. 
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